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In connection with attempts to form molecular Bose—Einstein condensates, there have been reports in the
literature of the preparation of samples of translationally cold alkali metal dimers. The molecules in these
samples are generally in excited vibrational levels. To form a stable Bose—Einstein condensate, the molecules
must be de-excited to their lowest vibrational state. In this paper, we demonstrate that through the use of
optimal control theory, it is possible to design a sequence of infrared laser pulses that will de-excite a sample
of "Li, molecules from the v = 10 vibrational level of their '] ground electronic state to their lowest v =
0 vibrational level with an overall efficiency of 91.1%.

I. Introduction

The first Bose—Einstein condensates of trapped ultracold
atoms were reported in 1995,'73 and their formation and
properties continue to be an active area for research.*> More
recently, attempts to form Bose—Einstein condensates of
molecular species have attracted great interest from both an
experimental and theoretical perspective.®”'* In this context, the
greatest efforts have been directed at the formation of transla-
tionally cold samples of alkali metal dimers.'*~° In all cases,
however, the translationally cold samples of alkali dimer
molecules are formed either in their highest vibrational level®*~22
or in quite highly excited vibrational levels.!>!¢

To form a stable, molecular Bose—Einstein condensate, it
will be essential for the molecules in the sample to be in their
lowest vibrational levels; otherwise, the energy present as
vibrational excitation will be transformed through molecular
collisions into relative translational motion and will result in
loss from the sample. Both Stwalley?® and Koch et al.** have
suggested mechanisms for achieving the required de-excitation
by using a Raman process involving excitation to an intermedi-
ate excited electronic state. In the case of Koch et al.,** they
also performed optimal control calculations to design a laser
pulse that could efficiently achieve the desired de-excitation.
Experimentally, Viteau et al.”® have successfully demonstrated
the cooling of a sample of translationally cold Cs, molecules
using a shaped broadband excitation to promote the molecule
to an excited electronic state and then to permit it to spontane-
ously decay. The shaping of the excitation frequency spectrum
ensures the depletion of population from excited vibrational
levels and the consequent build-up of population in the lowest
vibrational level with each excitation-spontaneous decay cycle.

In 2001, Tolra et al.'® showed that it is possible to form a
sample of translationally cold Cs, molecules in a well-defined
vibrational —rotational level, lying well below the ground state
dissociation limit, by using a stimulated Raman photoassociation
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process on a sample of cold Cs atoms in a magneto-optical trap.
In a previous publication, we have shown that it is possible to
design a sequence of infrared laser pulses to efficiently de-excite
H, molecules from their highest to their lowest vibrational
level.?® In the present publication, we extend this work and
demonstrate that it is possible to design a sequence of infrared
laser pulses to de-excite the alkali dimer "Li, from a high-lying
vibrational level (v = 10) to its ground vibrational level.

Our approach is based on the application of the electric—
nuclear Born—Oppenheimer (ENBO) approximation®’?8 which
enables us to take account of the molecule—laser field interaction
to all orders in the field strength. The laser pulses are designed
using optimal control theory,”®3® as described in detail in
previous publications.?*~28 The time-dependent quantum dynam-
ics, used as part of the optimal control calculations, are treated
in a fully three-dimensional manner. The numerical techniques
used to solve the time-dependent Schrodinger equation are based
on the use of a grid representation of the time-evolving
wavepackets in coordinate space and in the conjugate momen-
tum space.

The plan of the paper is as follows: the details of the
theoretical methods used are described in Section II; the results
of the numerical calculations are presented in Section III, and
a short conclusion is given in Section IV.

II. Theory

In this section, a brief description is given of the ab initio
molecular electronic structure methods used for the calculation
of the electronic energy of the Li, molecule and its interaction
with the electric field of the laser. The methods used for the
time-dependent quantum dynamics in three dimensions and the
optimal control theory are also briefly reviewed.

A. Ab Initio Molecular Electronic Structure Calculations.
The ab initio calculations of the molecular potential energy under
the influence of an electric field are performed using the
MOLPRO computer code.’! In keeping with the theory of the
ENBO approach,” the electronic energy of the "Li, molecule
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is computed as a function of the strength of an external electric
field, the orientation of the diatomic with respect to the field,
and the internuclear separation.

The electric field is taken to point in the positive z direction,
which coincides with the polarization direction of the field, and
the "Li, molecule is oriented at different angles with respect to
this direction. The field strength was allowed to range from 0
to 0.0040 atomic units (a.u.) (0—0.2056 V A“) in increments
of 0.0005 a.u. The internuclear separation ranged from 1.6 to
33.0 bohr in steps of 0.2 bohr. The angle of the "Li, molecular
axis with the field direction is varied over the range 0—90° in
intervals of 10°. The ab initio calculations were performed using
a CASSCF® (two active valence orbitals) followed by a
MRCI(SD)* calculation with a cc-pVQZ atomic orbital basis
set.** No Davidson correction® was applied to the MRCI
energies.

B. Solution of the Time-Dependent Schrodinger Equation.
The Fourier grid Hamiltonian method** is used to compute
the radial part of the wave functions of the initial state and the
target state. The nuclear wave function is represented on a two-
dimensional grid in the radial internuclear coordinate, R, and
in the polar angle, 6, which the molecular axis makes with the
field polarization direction. The R grid points are chosen to
be evenly spaced, and the € grid points are the Gauss-Legendre
quadrature points.’¥3? In the present study, because we take the
field direction to specify the z axis and because there are no
azimuthal forces present capable of changing the azimuthal, ¢,
dependence of the nuclear wave function, we can effectively
ignore this variable. The time-dependent Schrodinger equation
is solved using the split operator method.***' The action of the
radial part of the kinetic energy operator on the wave function
is computed using the fast Fourier transform method advocated
by Kosloff,*** whereas the action of the polar-angle-dependent
part of the kinetic energy operator is computed using the discrete
variable representation of Light et al.**

The nuclear dynamics of the Li, molecule under the influence
of the time-varying electric field is treated by solving the time-
dependent Schroédinger equation:
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where
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Here V(R, ¢) is the eigenvalue of the electronic Schrodinger
equation for a fixed value of the nuclear coordinates, R; the
electric field, ¢; and the angle, 6; between the field and the axis
of the diatomic; R = (R, 0, ¢) is the relative position vector of
one Li nucleus with respect to the other and the angles 6, ¢
describe the orientation of the Li, molecular axis with respect
to the z axis (i.e., the field direction). Further discussion of eq
1 and its solution can be found in refs 27 and 28.

To take account of the possibility of molecular dissociation
induced by exciting the vibrational motion of the diatomic into
the continuum during the propagation process, we include a
negative imaginary absorbing potential*> operating in the last 2
bohr of the range of the internuclear separation; that is, for the
7 Li, molecule from 31 to 33 bohr.

We used a quadratic absorbing potential, which is of the
general form®
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where R = R/L, (0 < R < L), and L is the “damping” length of
the grid (here, it is equal to 2.0 bohr). The strength parameter
is A, = 2.750E, where E is the relative kinetic energy of the
dissociating molecule. Here, we take this to be the energy
spacing between the highest two vibrational energy levels below
the dissociation limit (5.78 cm™! for Li,).

C. Optimal Control Theory. Our aim is to design a laser
pulse that drives a system from an initial state, 1 (t = 0), to a
final target state, @, at a fixed time t = T. The laser field is
optimized so as to transform the wave function as completely
as possible from the specified initial state to the specified final
state. We follow the optimal control theory as set out by Rabitz
and co-workers.? We define an objective function, J, of the
form

2 - aoj;T Le()1* dr —
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where 1(f) is the wave function of the system; ® is the wave
function of the target state; y(#) is an undetermined Lagrange
multiplier which assures that the system satisfies the time-
dependent Schrodinger equation; and I:I(R, &(1)) is Hamiltonian,
including the matter radiation interaction. The second term on
the right-hand side of the equation is a penalty function for the
fluence, or integrated laser field strength. We set the weight of
this penalty term, o, to 150 in the present case.

The electric field, &(#), is defined as having two parts: an
immutable envelope function, s(¢), and a part, &y(¢), which will
be varied to achieve the desired control objective; that is,

J@=kwm®
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With these definitions, we maximize the objective functional,
J(¢), using a conjugate gradient method.

It is important to restrict the maximum field amplitude to
keep it below the value where significant ionization might occur.
To prevent the algorithm from sampling the ey(¢) values outside
of the range [€min, €max] during the line search, the magnitude
of the incremental change, d(t), to the field magnitude at the
kth iteration is projected as follows: 0?8

dy(1) = P(e"t) + d'(1) — &) (6)
Here, the projector, P(x), is defined as

P(x) = sign(x) x;;,, if  Ixl>x,
P(x) = x it x e [ =X X

)

where xj;, is some number less than &, and the dynamic range
of the electric field is assumed to be symmetric about zero; that
iS, Emin — ~ Emax-

To restrict the frequency content of the optimized field to a
predefined range,*’ the projected search direction d5(f) is first
transformed from a time- to a frequency-dependent quantity
using the fast Fourier transform method,*>** and then the
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Figure 1. Ab initio calculated potential of the 'Z{ ground electronic
state of Li, at orientational angle 6§ = 0° and electric field ¢ = 0.

frequency spectrum is filtered using a 20th-order Butterworth
bandpass filter;*® that is,

o= {b G

where w, and wy, are the low and high cutoff frequencies and
are set at o, = 0.5 x 10" s7! and w, = 5.0 x 102 s7L,
respectively.

The resulting frequency spectrum is then transformed back
to the projected electric field using the reverse fast Fourier
transform method.

The conjugate gradient iterations for the optimization of the
objective function, J (see eq 4), are deemed to have converged
when the absolute value of the ratio of J evaluated at successive
iterations, that is, |J;/Ji+4l, has converged to within a value of
1079,

III. Results

Because we consider highly excited vibrational states in the
present work, the internuclear separation of the two atoms might
reach relatively larger values, extending even into the asymptotic
region where the potential becomes flat. The ab initio calculated
potential energy for the '=J ground electronic state of Li, in
the absence of the electric field is shown in Figure 1. We
consider internuclear separations of the Li, molecule ranging
from 1.6 to 33.0 bohr. The calculated binding energy, Dy, of
the Li, molecule is 1.022 eV (8239.7 cm™'), as compared to an
experimentally measured value* of 1.04 eV. Using the Fourier
grid Hamiltonian (FGH) method,*® we get 41 bound vibrational
states for the Li, molecule from its ground vibrational state
Liy(v = 0) to the highest calculated bound vibrational state
Li,(v = 40). The highest vibrational energy level for
Lir(v = 40) lies 1.39 cm™! below the dissociation limit. The
calculated energies of the lowest 11 vibrational levels are given
in Table 1. The calculated separation of the lowest two levels
is 341.60 cm™!, as compared with an experimental value* of
w, of 351.43 cm™'. Our estimate of the equilibrium separation
from our calculated data points is 5.1 Bohr, as compared with
the experimentally reported*® value of 5.0511 Bohr. Table 2
lists the grid parameters and other details needed for the solution
of the time-dependent Schrodinger equation.

Table 3 summarizes the results of the action of the optimized
laser pulses, obtained using the optimal control formalism
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TABLE 1: Lowest 11 Calculated Vibrational Energy Levels
of Li2

1

vibrational quantum number energy/cm-

0

341.595 699 2

678.071 636 3
1009.387 143
1335.495 522
1656.344 218
1971.873 198
2282.016 232
2586.698 242
2885.835 635
3179.335 754

=0 0Nk W~ O

=)

TABLE 2: Details of Grid and Other Parameters Used in
the Solution of the Time-Dependent Schrodinger Equation

parameter
range of molecular bond length (bohr) 1.6—33.0
number of radial grid points 256
number of angular grid points 8
total time/ps 23.22
number of time steps 524288

TABLE 3: Results of the Optimal Control Calculations for
Li, Rovibrational De-excitation from (v = 10, = 0) to (¢ =
0,/ = 0), Step by Step”

initial field initial frequency, optimal max no. of

i — f strength, gf/an. wy/10 > Hz yield/% e/a.u. iterations
10—9 0.0010 0.8799 99.17 0.000 867 47
9—38 0.0008 0.8799 99.05 0.001 019 36
8§—7 0.0008 0.9298 99.04 0.001 111 57
7—6 0.0010 0.9298 99.23  0.000 956 21
6—5 0.0008 0.9619 98.87 0.000 991 43
5—4 0.0012 0.9776 98.59 0.001 967 56
4—3 0.0010 0.9776 99.07 0.000 919 25
3—2 0.0012 1.0087 99.04 0.001 371 16
2—1 0.0015 1.0087 99.06 0.001 470 17
1—0 0.0010 1.0241 99.64 0.001 047 14
10—0 91.13 0.001 967

“The optimization parameters are given in the text.

described above, for the de-excitation processes from the high-
lying vibrational state (v = 10, j = 0) down to the ground
vibrational state (v = 0, j = 0), step by step. All these results
are obtained corresponding to a pulse length of 23.22 ps divided
into N, = 524 288 time steps.

In the following subsections, we present and discuss the
computed optimized laser pulses in more detail.

A. Liy(v = 10,j = 0) — Liy(¢" = 0,j” = 0) De-excitation,
Step by Step. The initial trial laser field for the vy — v; de-
excitation process is set as

e(t) = g cos(wyt/2) s(1) ©))

where @, was generally set at (E;+; — E;)/h, corresponding to
the calculated v;—;4, transition frequency in Li,. It was subse-
quently found, however, that the use of initial frequency values
corresponding to a neighboring transition sometimes gave
slightly improved results. The values of the initial frequency,
o, actually used are quoted in Table 3. The initial electric field
amplitude, &, is also shown in the table. The envelope function
is

s(r) = sin® (7wt/T) (10)
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Figure 2. (a) The optimized electric field as a function of time for the
Lir(v = 1,j = 0) — Lix(+ = 0,/ = 0) de-excitation. (b) The spectrum
for the optimized electric field. (c) The change in populations of the
initial, target, and other states shown as a function of time.

where the pulse duration is 7 = 23.22 pS. Xjiy = Emax i0 €q 6
was generally set equal to 2.0 x &.

Table 3 shows the optimal yields (transition probabilities)
for the vibrational de-excitation from the high-lying vibrational
state Lio(v = 10, j = 0) down to the ground vibrational state
Li,(v = 0, j = 0), step by step. It can be seen that the transition
probabilities for all of the 10 de-excitation processes are close
to or even greater than 99%. The maximum electric field strength
in atomic units (a.u.), which arises in the optimized time-varying
electric field and which does not exceed 0.001967 au (0.1011
A% A"), is also shown in the table. The high transition
probabilities achieved through the use of optimal control theory
suggest that the system is fully controllable. In this case, it
would, in principle, be possible to attain 100% transformation
efficiency for each of the optimized laser pulses,’ provided all
the constraints (e.g., on the electric field amplitude and frequency
range) were lifted.

According to the data shown in Table 3, the optimized laser
pulse can yield a total probability of 91.13% for the de-excitation
of the Li, molecule from its high-lying (v = 10, j = 0)
vibrational —rotational state to its ground (v = 0, j = 0) state,
and the maximum value of the electric field in the sequence of
optimized pulse required is only 0.001 967 au (0.1011 V A™).

Figure 2a shows the converged optimized electric field as a
function of time for the de-excitation process from the rovi-
brational state (v = 1, j = 0) down to the rovibrational state
(" =0, = 0), and the absolute value of its Fourier transform
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Figure 3. (a) The optimized electric field as a function of time for the
Liy(v = 10, j = 0) — Li,(¢/ = 9,/ = 0) de-excitation. (b) The spectrum
for the optimized electric field. (c) The change in populations of the
initial, target, and other states shown as a function of time. Other two
small unlabeled populations correspond to the (v = 11, j = 0) and (v
= 11, j = 2) states.

is shown in Figure 2b. It can be seen that the main contribution
to the frequency spectrum is centered around the frequency v
=v01/2 =0.5120 x 103 s 7!, which corresponds to half of the
Vo— transition energy and is the same as the initial guessed
value. This confirms our initial assumption that the major
mechanism for the de-excitation process is via a two-photon
stimulated emission. The optimization process has introduced
a second significant contribution at a frequency of v = 3v,,/2
=1.5361 x 10"3 s7!. This suggests that a secondary mechamism
for the de-excitation takes place via a two-photon Raman process
with a virtual excitation at a frequency of v,/2 and a
de-excitation at a frequency of 3v,,/2. Figure 2c shows the
populations of the initial (v = 1, j = 0) rovibrational state, the
target rovibrational state (¢ = 0, j” = 0), and several other states
as a function of time over the duration of the laser pulse. The
figure shows that the de-excitation process proceeds through
an initial rotational excitation to the (2 = 1, j/ = 2) state.
Population in the (¢ = 0, j” = 0) target state starts to build up
only half way through the pulse, and this happens simultaneously
with the build-up also in the population in other states,
particularly the (2" = 0, j* = 2) state. Eventually, the population
is all steered into the (" = 0, j* = 0) target state by the end of
the pulse.

Figure 3a shows the converged optimized electric field as a
function of time for the de-excitation process from the rovi-
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TABLE 4: Results of the Optimal Control Calculations for
Li, Rovibrational De-excitation from (v =i,j = 0) to (" = f,
i =0r

initial field initial frequency, optimal — max no. of

i — f strength, ey/an. /10 Hz  yield /% e/a.u. iterations
10—7 0.0010 09134 95.69 0.001269 29
7—5 0.0008 0.9459 96.68 0.001012 48
5—3 0.0010 0.9619 97.03  0.001092 14
3—0 0.0015 0.9933 96.19 0.001841 19
10—0 86.35 0.001841

“ The optimization parameters are given in the text.

brational state (v = 10, j = 0) to (z" = 9, j/ = 0). The Fourier
transform method is used to generate the spectrum of the laser
pulse, which is shown in Figure 3b. It can be seen that the
frequency spectrum is mainly centered around the frequency v
= v9_10/2 = 0.4399 x 103 s~!, which corresponds to the half
of vy transition energy and is the same as the initially guessed
value. The optimization process has introduced a second major
contribution at a frequency of v = 3vy¢/2 = 1.3198 x 10"*
s~L. This suggests, in analogy with the discussion above, that a
contributory mechanism for the de-excitation might involve a
two-photon Raman process in which there is an initial excitation
to an excited virtual state lying at an energy corresponding to
a frequency of v = vg,¢/2 above the (v = 10, j = 0) level
followed by a de-excitation to the target level. Figure 3c shows
the populations of the different states during the laser pulse.
As population leaves the (v = 10, j = 0) level, it is first
transferred to the (v = 10, j/ = 2) state. The populations in the
(' =9,/ =2)and (¢ =9, = 0) levels build up at a slightly
later time. At intermediate times, several other states, including
@ =8,7=0),=8,7=2),@ =11,7=0)and (/" = 11,
J' = 2), are populated to a small extent. At the end of the pulse,
the population ends up nearly entirely in the (2" = 9, j/ = 0)
target level.

The other eight de-excitation processes from the rovibrational
state (v = 9, j = 0) down to the rovibrational state (v =1, j =
0) shown in Table 3 are generally similar to the above, so they
are not discussed in detail.

We have also checked de-excitation from some higher
vibrational levels and have been able to design laser pulses to
efficiently achieve these processes, as well (i.e., (v = 11, j =
0= (@=10,=0)99.18%, (v=12,j=0) — (v=11,j =
0) 99.31%).

B. Li, (v = 10,j = 0) — Liy(+" = 0,/ = 0) De-excitation
Using Fewer Laser Pulses. In ref 26, a useful and interesting
observation which we made during the investigation of the
hydrogen de-excitation process was that an initial guess of the
form of eq 9 generally converged successfully to give an
optimized laser pulse that would efficiently excite a Av = 1
transition or de-excite a Ay = —1 transition. We also found
that it was often possible to start with such an initially guessed
pulse and to use the optimal control procedures to obtain an
optimized laser pulse that de-excited the system by more than
a single vibrational quantum. This conclusion also holds true
in the case of Li,.

After checking many different possible de-excitation pro-
cesses, we have been able to find a reasonably efficient sequence
of four laser pulses that is able to de-excite Li,(v = 10, j = 0)
to its lowest level. Table 4 shows the optimal yields for the
sequence of vibrational de-excitation processes to de-excite Li,
starting with the high-lying vibrational state (v = 10, j = 0)
and ending with the ground vibrational state (v = 0, j = 0),
which gives a good overall de-excitation probability. The bottom
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Figure 4. (a) The optimized electric field as a function of time for the
Lix(v = 10, j = 0) — Liy(¢/ = 7, j/ = 0) de-excitation. (b) The spectrum
for the optimized electric field. (c) The change in populations of the
various states as a function of time. In the center of the laser pulse,
some population also goes to the (v =11, =10), (v =11, =2), (v
=6,j=0), and (v = 6, j = 2) states, which are not shown.

line of the table shows the overall yield for the entire sequence
of 4 pulses required for the de-excitation process (v = 10, j =
0)—(@=0,j=0).

From the data in Table 4, it can be seen that it is possible to
design a sequence of four laser pulses, each of 23.22 ps duration,
which will de-excite the Li, molecule from its high-lying
rovibrational state (v = 10, j = 0) to its ground state (v = 0, j
= () with an overall probability of 86.35%. The maximum
electric field strength does not exceed 0.001 841 au (0.0946 V
A7Y.

Our proposed de-excitation mechanism consists of a sequence
of four pulses with no phase relationship to each other. The
main frequency component of each pulse increases monotoni-
cally (i.e, proceeding down the third column from the left of
Table 4), and the overall process may be viewed as a type of
linearly chirped pulse.

Figure 4a shows the converged optimized electric field as a
function of time for the de-excitation process from the rovi-
brational state (v = 10, j = 0) to the (v = 7, j = 0) state, and
the absolute value of its Fourier transform is shown in Figure
4b. The frequency spectrum is centered mainly at the frequency
v = v74/2 = 0.4567 x 10" s~!, which corresponds to the half
of v;g transition energy, and is the same as the initial guessed
value. The optimization process has introduced a second major
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contribution at a frequency of v = 3v74/2 = 1.3701 x 10357,
Figure 4c shows the populations of the various states as a
function of time over the duration of the laser pulse. Populations
also go to the states (v =10, =2), (v =9,j=2), (v =9,
=0),w=8,j=2),v=2_8,j=0),and (v ="7,j = 2) in the
center of the laser pulse, but these nearly completely disappear
before the end of the laser pulse. Furthermore, some small
population is also present in the states (v =11, j = 0), (v =11,
j=2),(v=206,j=0),and (v = 6,j = 2) in the center of the
laser pulse, but these are not labeled explicitly.

The other three de-excitation processes shown in Table 4 are
similar and are not discussed in detail.

IV. Conclusions

We have explored the possibility of using a sequence of
shaped infrared laser pulses to de-excite a sample of "Li,
molecules from a relatively high lying rotational—vibrational
state, (v = 10, j = 0), to its ground rotational—vibrational state
without any intermediate excitation to another electronic state.

We have designed a sequence of 10 laser pulses, each of 23.22
ps duration, which can de-excite a sample of Li,(v = 10, j =
0) to Li, (v = 0, j = 0) with an overall probability of 91.13%
or a sequence of four laser pulses that can accomplish the same
process with an overall probability of 86.35%. The main
frequency component of each pulse increases monotonically as
the de-excitation proceeds, and the overall process may be
viewed as a type of linearly chirped composite pulse. The high
transition probabilities achieved through the use of optimal
control theory suggest that the system is fully controllable.

Our results show that such a sequence of infrared laser pulses
might be effectively used as a method of removing residual
vibrational energy from a sample of translationally cold alkali
dimer molecules in relatively high lying vibrational states and
might therefore be used to play a role in the ultimate formation
of a molecular Bose—Einstein condensate.
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